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Abstract  
Visual adaptation, a mechanism that conserves bioenergetic resources by reducing 
energy expenditure on repetitive stimuli, leads to decreased sensitivity for similar features 
(e.g., orientation and spatial frequency). In human adults, visual performance declines 
with eccentricity and varies around polar angle for many visual dimensions and tasks: 
Performance is superior along the horizontal than the vertical meridian (horizontal-vertical 
anisotropy, HVA), and along the lower than the upper vertical meridian (vertical meridian 
asymmetry, VMA)(Carrasco et al., 2001). However, it remains unknown whether visual 
adaptation differs around polar angle. In this study, we investigated adaptation effects at 
the fovea and perifovea across the four cardinal locations, for horizontal and vertical 
adaptor and target orientations, with stimulus size adjusted as per a cortical magnification 
factor (Rovamo & Virsu, 1979). We measured contrast thresholds at each location 
separately for adaptation and non-adaptation conditions. Results confirmed the expected 
HVA and VMA effects in non-adapted conditions and showed they are stronger for 
horizontal than vertical orientations. They also revealed that, for both orientations, 
adaptation effects are stronger along the horizontal than the vertical meridian, which in 
turn is stronger than at the fovea. Furthermore, for both orientations, individual’s 
adaptation effects at the perifoveal locations positively correlated with their cortical surface 
area of V1. The association of a stronger adaptation effect with larger V1 surface area 
suggests a more pronounced conservation of bioenergetic resources along the horizontal 
than the vertical meridian. Visual adaptation alleviates the HVA in contrast sensitivity, 
promoting a more homogeneous perception around the visual field.  
 
Keywords: Visual adaptation; Contrast sensitivity; Polar angle asymmetries, V1 surface area  
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Introduction 
 
Visual performance declines with eccentricity(1-3) and varies systematically around the 
polar angle: Performance is superior along the horizontal than the vertical meridian 
(horizontal-vertical anisotropy, HVA), and along the lower than the upper vertical meridian 
(vertical meridian asymmetry, VMA). Both asymmetries are pervasive across several 
dimensions—e.g., contrast sensitivity(4-10), spatial resolution(11-15), motion(16-20), 
visual acuity(21, 22)—and tasks, e.g., crowding(15, 23-26), word identification(27), and 
short-term memory(28). 
 
Visual adaptation helps conserve the brain’s limited bioenergetic resources by allocating 
less energy to repetitive stimuli(29-32). For instance, contrast adaptation reduces 
sensitivity(31-39) and neural responses(40-49), and recenters them away from the 
adaptor. Most adaptation studies have focused on the horizontal meridian (e.g.,(50-53)), 
and the few that tested other locations have not analyzed them separately (e.g.,(39, 54)). 
Thus, whether and how the adaptation effect varies around polar angle remain unknown. 
Moreover, the magnitude of the adaptation effect across eccentricity has yielded 
inconsistent findings(36, 51, 53, 54). Investigating these questions will reveal how 
adaptation alters perception and conserves bioenergetic resources throughout the visual 
field. 
 
Here, we investigated whether adaptation decreases contrast sensitivity similarly around 
polar angle and at fovea. We considered three hypotheses regarding the extent of 
adaptation effects: (1) Uniform adaptation: Adaptation may have  comparable effects 
around the polar angle, as early visual cortex mediates both adaptation(32, 38) and covert 
spatial attention(32, 55), and attention improves performance similarly around polar 
angle(56-59); (2) Vertical meridian dominance: Adaptation may be stronger along the 
vertical (particularly at the upper) than the horizontal meridian, as adaptation depends on 
adaptor-target similarity(53, 54, 60), it may be stronger where population receptive fields 
(pRF) size is larger(61-63) and stimuli are less precisely encoded(64); (3) Horizontal 
meridian dominance: Adaptation may be stronger along the horizontal than the vertical 
meridian (particularly at the upper) given the approximately uniform density of V1 neurons 
across visual space(65, 66) and the larger cortical surface area devoted to the horizontal 
than vertical meridian and the lower than upper vertical meridian(61-63, 67-69). Locations 
with more neurons devoted to sensory processing elicit a stronger response to the 
adaptor(70, 71), and a stronger adaptor signal amplifies the adaptation effect(72-76). 
 
Fourteen adults participated in all three experiments (Figure 1). In Experiment 1, 
participants adapted to a horizontal stimulus and discriminated whether a target Gabor, 
presented at the same location as the adaptor among one of four perifoveal cardinal 
locations, was tilted clockwise or counterclockwise from horizontal.  Because sensitivity to 
gratings is higher in radial than tangential orientations(77-79), we anticipated an 
exacerbated HVA when the task involved horizontal stimulus orientation, which is radial 
at the horizontal meridian. To evaluate the influence of radial bias in Experiment 2 
participants adapted to a vertical stimulus and discriminated whether a Gabor was tilted 
clockwise or counterclockwise from vertical.  
 
In Experiment 3, we examined the adaptation effect at the fovea using the same 
orientation discrimination task. This addressed previous inconsistent findings and the 
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influence of task type on adaptation effects across eccentricity(36, 51-54, 80-82): For 
example, tilt aftereffects are stronger for suprathreshold targets at peripheral than central 
vision along the horizontal meridian(52, 53, 80-82). However, for contrast thresholds, 
adaptation effects are similar across foveal, parafoveal, and peripheral vision along similar 
along the horizontal meridian(50), and recovery times for adaptation durations ≥1000 ms 
are comparable between peripheral and foveal vision(52).  
 

 

Figure 1. (A) Experimental procedure: Participants performed either adaptation or non-adaptation 
blocks, each in separate experimental sessions. The target Gabor stimulus was always presented 
within the white placeholder, and target locations were blocked. The target, a horizontal 
(Experiment 1) or vertical (Experiment 2) Gabor stimulus, was presented either at (A) the perifovea 
(Experiments 1 and 2) or (B) the fovea (Experiment 3). Participants were instructed to respond 
whether the Gabor was tilted clockwise or counterclockwise from horizontal (Experiment 1) or 
vertical (Experiment 2). The target Gabor was tilted 6° from the horizontal line or 2.5° from the 
vertical line. For illustration purposes, the stimulus size and spatial frequency shown here are not 
to scale. 

Results 

Experiment 1- Perifoveal Locations, Horizontal Stimulus  
 
To investigate the adaptation effect at the vertical and horizontal meridians, we conducted 
a two-way ANOVA on contrast thresholds. This analysis showed a main effect of location 
[F(3,39)=14.04, p<.001, ηp2=0.52] and a higher threshold in the adapted than non-adapted 
conditions [F(1,13)=45.42, p<.001, ηp2=0.78], and an interaction [F(3,39)=4.98, p=.005, 
ηp2=0.28], indicating that the adaptation effect varied across locations (Figure 2A). 
 
First, we confirmed the expected HVA and VMA in the non-adaptation condition (Figure 
S1, upper panel). Contrast thresholds were lower along the horizontal than the vertical 
meridian [t(13)=5.26, p<.001, d=1.41] and lower at the lower than upper vertical meridian 
[t(13)=3.15, p=.008, d=0.84].  
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Next, we assessed the adaptation effect at the horizontal and vertical meridians. The 
adaptation effect (calculated as the difference between adapted and non-adapted 
thresholds) was stronger at the horizontal than the vertical meridian [t(13)=3.77, p=.002, 
d=1.01] (Figures 2A, 3A), but there was no significant difference between the upper and 
lower vertical meridian [t(13)=0.01, p=.99].  
 
To account for baseline differences in the non-adapted condition, we calculated the 
normalized adaptation effect [(adapted threshold–non-adapted threshold)/(adapted 
threshold+non-adapted threshold)].  The normalized adaption effect was also stronger at 
the horizontal than the vertical meridian [t(13)=7.84, p<.001, d=2.1], with no significant 
difference at the upper and lower vertical meridians [t(13)=1.3, p=.217]. In summary, the 
decrease in contrast sensitivity following adaptation was more pronounced at the 
horizontal than the vertical meridian. 

 

Figure 2. The contrast threshold (log-scaled) for orientation discrimination at the fovea, and at the 
left, right, upper, and lower perifoveal locations for (A) horizontal stimuli and (B) vertical stimuli. 
The adaptation effect, measured as the difference in contrast sensitivity between the adapted and 
non-adapted conditions, is stronger along the horizontal than the vertical meridian. The error bars 
represent ±1 SEM. 
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Figure 3. Upper panel: Normalized adaptation effects ((adapted – non-adapted threshold) / 
(adapted + non-adapted threshold)) are stronger along the horizontal than the vertical meridian for 
both (A) horizontal stimuli (Experiment 1) and (B) vertical stimuli (Experiment 2). Lower panel: 
Adaptation effects are stronger in the perifovea than the fovea for both (C) horizontal and (D) 
vertical stimuli. Each black circle represents the threshold ratio for an individual participant; the red 
circle indicates the mean across participants. Error bars represent ±1 SEM. 
 

Experiment 2 – Perifoveal Locations, Vertical Stimulus  
 
When using vertical adaptor and target stimuli, the findings were consistent with those in 
Experiment 1. A two-way ANOVA on contrast thresholds showed main effects of location 
[F(3,39)=4.59, p=.008, ηp2=0.26] and adaptation [F(1,13)=44.15, p<.001, ηp2=0.77], as 
well as an interaction [F(3,39)=6.63, p=.001, ηp2=0.34], indicating that the adaptation effect 
varied across locations (Figure 2B). 
 
In the non-adapted condition (Figure S1, bottom panel), we confirmed the expected HVA 
and VMA.  Contrast thresholds were lower along the horizontal than the vertical meridian 
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[t(13)=2.18, p=.048, d=0.58] and lower at the lower than upper vertical meridian 
[t(13)=2.57, p=.023, d=0.69]. 
 
The adaptation effect was stronger at the horizontal than the vertical meridian [t(13)=4.04, 
p=.001, d=1.08] (Figures 2B, 3B), but there was no significant difference between the 
upper and lower vertical meridian [t(13)=0.22, p=.831]. Similarly, the normalized 
adaptation effect was stronger at the horizontal than the vertical meridian [t(13)=4.78, 
p<.001, d=1.28], with no significant difference between the upper and lower vertical 
meridians [t(13)=1.54, p=.147]. 
 
Comparing adaptation between stimulus orientations 
 
A 3-way ANOVA on contrast thresholds, with factors of location, adaptation, and stimulus 
orientation (horizontal:  Experiment 1;  vertical: Experiment 2) showed main effects of 
adaptation [F(1,13)=54.22, p<.001, ηp2=0.81] and location [F(3,39)=8.74, p<.001, ηp2=0.4], 
but not of stimulus orientation [F(1,13)=1.25, p=.267] or 3-way interaction [F(3,39)<1]. All 
two-way interactions emerged: location x orientation [F(3,39)=12.33, p<.001, ηp2=0.49], 
adaptation x orientation [F(1,13)=5.72, p=.033, ηp2=0.31], and adaptation x location 
[F(3,39)=9.35, p<.001, ηp2=0.42]. 
 
The interaction between location and orientation (across adaptation conditions) showed a 
stronger HVA for horizontal than vertical stimuli [t(13)=4.89, p<.001, d=1.31] but no 
difference for the VMA [t(13)=1.39, p=.187]. The interaction between adaptation and 
orientation (across locations) yielded a stronger adaptation effect for the vertical than 
horizontal stimuli [t(13)=2.39, p=.033, d=0.64], but this difference was not significant for 
the normalized adaptation effect [t(13)=0.78, p=.449]. The interaction between adaptation 
and location (across orientations) reflected a stronger adaptation effect for horizontal than 
vertical locations, both without normalization [t(13)=5.07, p<.001, d=1.36], and with 
normalization [t(13)=7.18, p <.001, d=1.92].  
 
The differences in HVA and VMA between horizontal and vertical stimuli under non-
adapted conditions (Figure S1) resulted from a stronger HVA for horizontal stimuli 
[t(13)=3.83, p=.002, d=1.03], with no significant difference for the VMA [t(13)=1.04, 
p=.318, Figure S2]. 
 
We also found a positive correlation between normalized adaptation effects for horizontal 
and vertical stimuli [r=0.46, p<.001, Figure S3A]. This correlation remained significant 
after removing between-observer variability [r=0.53, p<.001, Figure S3B] and polar-angle 
differences [r=0.3, p=.026, Figure S3C]. These findings indicate that the adaptation effect 
was consistent with both stimulus orientations at the group and the individual levels. 
 
In summary, the stronger HVA for horizontal stimuli aligns with a radial bias(77-79). The 
adaptation effect was stronger at the horizontal than vertical meridian, regardless of the 
stimulus orientation. 
 
Linking brain and behavior at perifoveal locations 
 
To test the hypothesis that cortical surface area or pRF size is related to the adaptation 
effect, we assessed the relation between the normalized adaptation effect and the V1 
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surface area for 13 out of 14 participants (one participant preferred not to be scanned). 
Consistent with the previous studies(61, 67, 69, 83), V1 surface area was larger along the 
horizontal than the vertical meridian [t(12)=7.51, p<.001, d=2.08], and along the lower than 
upper vertical meridian [t(12)=2.37, p=.035, d=0.66, Figure S4].  
 
We observed positive correlations between the normalized adaptation effect and the V1 
surface area for both horizontal [r=0.56, p<.001] (Figure 4A) and vertical [r=0.37, p=.007] 
(Figure 4B) stimuli (left panels). As this correlation relies on the variability across polar 
angles within the same observers, the data points are not independent. To evaluate the 
contributions of between-observer and polar-angle variability to these correlations, we 
regressed out these factors as described in prior research(69). First, we accounted for 
between-observer variability by subtracting each observer’s average adaptation effect and 
V1 surface area values across the four polar angle locations. The positive correlations 
persisted for both stimulus orientations (horizontal stimulus: r=0.73, p<.001; vertical 
stimulus: r=0.46, p<.001; Figure 4, middle panels). However, when we removed variability 
across polar angles by subtracting the average adaptation effect and V1 surface area 
values for each polar angle across the 13 observers, the correlations were no longer 
significant (horizontal stimulus: r=-0.003, p=.981; vertical stimulus: r=0.07, p=.632; Figure 
4, right panels). These findings indicate that the observed correlations between the 
adaptation effect and V1 surface area depend on the polar angle location. Indeed, 
averaging the V1 surface area and adaptation effect across polar angle locations 
eliminated the correlations (horizontal stimulus: r=-0.19, p=.535; vertical stimulus: r=0.08, 
p=.793).  

  

Figure 4. Correlations between the adaptation effect and V1 surface area around polar angle for 
(A) the horizontal stimuli and (B) vertical stimuli. Correlations are shown overall (left panels), after 
removing between-subject variability (middle panels), and after removing polar-angle variability 
(right panels). The dashed black line represents the linear fit to the data points.  
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Experiment 3 – Foveal Location, Horizontal and Vertical Stimuli  
 
To compare the adaptation effect at the fovea with that at the perifovea using the same 
orientation discrimination task, we assessed the adaptation effect at the fovea. A two-way 
ANOVA on contrast thresholds yielded main effects of adaptation [F(1,13)=17.69, p=.001, 
ηp2=0.58] and stimulus orientation [F(1,13)=9.09, p=.01, ηp2=0.41] but no interaction 
between them [F(1,13)<1]. Contrast thresholds decreased after adaptation, and threshold 
were lower for horizontal than vertical stimuli. 
 
We compared the normalized adaptation effect in the fovea and the perifovea. A three-
way ANOVA on adaptation x location x orientation revealed an interaction: F(1,13)=5.19, 
p=.04, ηp2=0.29, Thus, we conducted separate two-way location x adaptation ANOVAs  for 
horizontal and vertical stimuli. 
 
For the horizontal stimulus, there were main effects of location [F(1,13)=43.93, p<.001, 
ηp2=0.77] and adaptation [F(1,13)=49.25 p<.001, ηp2=0.79], as well as an interaction 
[F(1,13)=33.72, p<.001, ηp2=0.72]. The adaptation effect was stronger in the perifovea 
than the fovea [t(13)=5.58, p<.001, d=1.49]. The same result emerged for the normalized 
adaptation effect [t(13)=7.02, p<.001, d=1.86] (Figures 2A, 3C). There was no correlation 
between the adaptation effect at the fovea and perifovea, either without normalization 
(r=0.25, p=.378) or with normalization (r=-0.08, p=.777). 
 
For the vertical stimulus, we observed the same patterns. There were main effects of 
location [F(1,13)=44.81, p<.001, ηp2=0.78] and adaptation [F(1,13)=41.39, p<.001, 
ηp2=0.76], as well as an interaction [F(1,13)=34.79, p<.001, ηp2=0.73]. Again, adaptation 
effects were stronger in the perifovea than fovea (Figures 2B, 3D) [t(13)=6.31, p<.001, 
d=1.69], and this was also the case for the normalized adaptation effect [t(13)=5.9, p<.001, 
d=1.58]. Additionally, there was no correlation between the adaptation effect at fovea and 
perifovea, either without normalization (r=0.28, p=.332) or with normalization (r=0.31, 
p=.287). 
 
In summary, adaptation effects were consistently stronger in the perifovea than the fovea, 
irrespective of stimulus orientation. 
 
 
Discussion  
 
Here, we confirmed performance asymmetries in the non-adapted conditions and 
uncovered a stronger contrast adaptation effect at the horizontal than the vertical meridian, 
and in perifoveal than foveal locations, for both horizontal and vertical stimuli. The polar 
angle difference findings align with our third hypothesis–that locations with larger cortical 
surface areas have more neurons and stronger adaptor representations(70, 71), which 
yield a stronger adaptation effect(72-76, 84). The current study reveals that adaptation 
alleviated the HVA, leading to a more homogenous visibility around the visual 
field. Moreover, the differential adaptation effect is mediated by the larger cortical surface 
area at the horizontal than vertical meridian. 
 
In the non-adapted condition, we observed the typical HVA and VMA. Both retinal and 
cortical factors contribute to these asymmetries. For example, retinal cone density is 
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higher at the horizontal than vertical meridian(85, 86), midget-RGC density is higher at the 
lower than upper vertical meridian(86, 87), and V1 cortical surface area is larger for the 
horizontal than the vertical meridian, and for the lower than upper vertical meridian (Figure 
S4;(61, 62, 67-69)). Cortical surface area accounts for more variance in behavioral 
asymmetries than retinal factors(88). Additionally, factors such as sensory tuning and/or 
neuronal computations may also contribute to these perceptual asymmetries(3, 63, 89). 
 
This study also revealed that the HVA, but not the VMA, is stronger with horizontal than 
vertical stimuli. This finding is related to a radial bias(77-79); horizontal stimuli favored 
performance at the horizontal meridian, whereas vertical stimuli favored performance at 
the vertical meridian, potentiating and alleviating the HVA, respectively.  
 
In the adaptation condition, the effect was stronger when the stimulus was vertical (2.5° 
target tilt) than when it was horizontal (6° target tilt). These different tilt angles were chosen 
to produce a comparable extent for the adaptation effect in both experiments. Our findings 
are consistent with previous research, which shows that the strength of adaptation 
decreases as the orientation difference between the target and adaptor increases(30, 35, 
41, 90-94). However, once we normalized the adaptation effect as a function of the tilt 
angle, the difference between orientations vanished.  
 
Adaptation reduced contrast sensitivity more along the horizontal than the vertical 
meridian, regardless of stimulus orientation, even after normalizing the adaptation effect.  
 
Why was the adaptation effect stronger along the horizontal meridian? In the few contrast 
adaptation studies that specified the locations tested, adaptation was tested throughout 
the entire visual field(72, 90, 94, 95) or exclusively along the horizontal meridian(50-53). 
To elucidate a possible mechanism for the stronger adaptation effect at the horizontal than 
the vertical meridian, we consider the following points: (1) Neurostimulation studies have 
revealed that V1 plays a causal role in adaptation(32, 38); (2) a positive correlation exists 
between contrast sensitivity and V1 surface area(69); (3) there is also a positive 
correlation between V1 surface area and the adaptation effect (Figure 4A, 4B). This 
correlation persists after controlling for individual differences (Figure 4B), but not for polar 
angle variability (Figure 4C); (4) neuronal density is uniform across the visual field(65, 
66). Taken together, these findings suggest that the larger surface area and higher 
number of neurons at the horizontal than the vertical meridian contribute to the stronger 
adaptation effect at the horizontal meridian.  
 
The surface area explanation, however, does not align with the similar adaptation effects 
observed at the lower and upper vertical meridians. Whereas cortical surface area can 
account for the decline in contrast sensitivity with increasing eccentricity, it does not fully 
explain polar angle differences in performance(3, 96). Thus, factors beyond surface area 
may contribute to the observed differential adaptation effects.  
 
Could orientation tuning play a role? The half-bandwidth of orientation selectivity is ~3-9°, 
but location is rarely specified in these estimates. When location is reported, this estimate 
is for foveal locations(92, 93) or for a wide eccentricity range(94). Future studies could 
address whether orientation tuning for adaptation varies across different meridians.  
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Likewise, were V1 surface area the sole factor underlying the extent of adaptation, the 
fovea would be expected to exhibit the strongest effect. However, in this study, an equated 
cortical size representation of the foveal stimulus(70) yielded a smaller adaptation effect 
in the fovea than the perifovea. These findings are consistent with some studies(53, 54), 
but differ from others reporting similar adaptation effects between the fovea and 
periphery(36, 51). Furthermore, no correlation was observed between adaptation effects 
in the periphery and fovea.  
 
These results support the idea that foveal and peripheral vision are optimized for different 
perceptual processes(1, 2, 97). Qualitative rather than quantitative differences in 
processing likely mediate the observed differential adaptation effects(53). The stronger 
adaptation effect in the perifovea in humans is consistent with findings from macaques, 
where stronger contrast adaptation occurs in the retinal and geniculate cells of the 
peripheral magnocellular pathway than in the more foveally located parvocellular 
pathway(46, 98).  
 
Like adaptation, covert attention also helps manage limited resources(29-32) and  these 
processes interact in the early visual cortex(32). However, unlike adaptation, 
exogenous/involuntary(6, 7, 56, 57) or endogenous/voluntary(31, 58, 59) covert 
spatial(99-101) and temporal(102-104) attention enhance contrast sensitivity at the 
attended location. Whereas adaptation alleviates the HVA, the enhancement of spatial(6, 
7, 56-59) and temporal(103) attention is similar around polar angle. Thus, covert attention 
neither exacerbates nor alleviates the HVA or VMA.  
 
Presaccadic attention, which enhances contrast sensitivity at the target location right 
before saccade onset, also has different effects: It enhances contrast sensitivity more 
along the horizontal than the vertical meridian, and least at the upper vertical 
meridian(105-107). Consequently, presaccadic attention can exacerbate polar angle 
asymmetries. Interestingly, the individuals’ presaccadic attention benefit negatively 
correlates with their V1 surface area at the upper vertical meridian, suggesting that 
presaccadic attention helps compensate for the reduced cortical surface area and 
neuronal count at that location(106). In the present study, the less pronounced adaptation 
effect along the vertical than the horizontal meridian may similarly reflect the smaller 
cortical surface area and fewer to-be-suppressed neurons by adaptation at the vertical 
meridian.  
 
In conclusion, this study reveals that contrast adaptation is stronger along the horizontal 
than the vertical meridian, and in the periphery than the fovea, regardless of the adaptor 
and target orientation. Thus, contrast adaptation alleviates the HVA, contributing to a more 
uniform visual perception around the visual field. Moreover, consistent with the critical role 
of V1 plays in adaptation(32, 38), cortical V1 surface area mediates the differential 
adaptation effects observed between the horizontal and vertical meridians.  
 
 
Materials and Methods 
 
Participants 
Fourteen adults (7 females, age range: 22-35 years old), including author HHL, 
participated in all three experiments. All of them had normal or corrected-to-normal vision. 
Sample size was based on previous studies on adaptation(32), with an effect size of d=1.3, 
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and on performance fields(105), with an effect size of d=1.66 for performance in the 
neutral trials (without attentional manipulation). According to G*Power 3.0(108), we would 
need 9 participants for adaptation and 7 participants for performance fields to reach a 
power=0.9. We also estimated the required sample size for the interaction between 
adaptation and location, which enable us to assess performance fields, based on a 
presaccadic attention and performance fields study(105), as attention and adaptation both 
affect  contrast sensitivity(109), albeit in different directions(31, 32). Bootstrapping the 
observers’ data from that study with 10,000 iterations showed that we would need 12 
participants to reach power=0.9 for the interaction analysis. The number of participants 
here is similar to or higher than in previous adaptation studies (e.g.,(47, 54, 110-115)). 
The Institutional Review Board at New York University approved the experimental 
procedures, and all participants provided informed consent before they started the 
experiment.  
 
Apparatus 
Participants were in a dimly lit, sound-attenuated room, with their head placed on a 
chinrest 57 cm away from the monitor. All stimuli were generated using MATLAB 
(MathWorks, MA, USA) and the Psychophysics Toolbox(116, 117) on a gamma-corrected 
20-inch ViewSonic G220fb CRT monitor with a spatial resolution of 1,280 x 960 pixels and 
a refresh rate of 100 Hz.  To ensure fixation, participants’ eye movements were recorded 
using EYELINK 1000 (SR Research, Osgoode, Ontario, Canada) with a sample rate of 
1,000 Hz. 
 
Stimuli 
In Experiments 1 and 2, the target Gabor (diameter = 4°, 5 cpd, 1.25° full-width at half 
maximum) was presented on the left, right, upper and lower cardinal meridian locations 
(8° from the center to center). There were four placeholders (length = 0.16°, width = 0.06°) 
0.5° away from Gabor's edge. The fixation cross consisted of a plus sign (length = 0.25°; 
width = 0.06°) at the center of the screen.  
 
In Experiment 3, the fixation was replaced by a white placeholder, which was the same 
size as the other placeholders. We adjusted the target Gabor size according to the Cortical 
Magnification Factor(70) averaged from nasal, temporal, superior, and inferior formulas(3, 
118, 119), which yielded a 1.03° diameter and presented it at the center (0° eccentricity).  
 
Experimental design and procedures 
Figure 1 shows the procedure of the task. In the adaptation condition, at the beginning of 
each block, participants adapted to a horizontal Gabor patch (5 cpd) flickering at 7.5 Hz in 
a counterphase manner presented at the target location for 60 seconds. Each trial started 
with 2s top-up phase to ensure a continuous adaptation effect throughout the block. In the 
non-adaptation condition, participants maintained fixation at the center for 20s (without 
Gabor) at the beginning of each block and for 2s at the beginning of each trial. 
 
After the top-up, there was a 300, 600 or 900 ms jitter before a tilted Gabor was presented 
for 100 ms. The fixation plus-sign turned green as a response cue. Participants had to 
judge whether the target was tilted clockwise or counterclockwise off horizontal or vertical 
in Experiments 1 and 2, respectively. In Experiment 3, they responded off horizontal or 
vertical      in different experimental sessions. The tilt angle was 6° away from the horizontal 
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line and 2.5° away from the vertical line. They were based on pilot data to ensure an 
adaptation effect while avoiding floor or ceiling performance.  
 
A feedback tone was presented when participants gave an incorrect response. The target 
locations were blocked. Participants were asked to respond as accurately as possible 
while fixating at the center of the screen throughout the trial. A trial would be aborted and 
repeated at the end of the block if participants’ eyes position deviated ≥1.25° from the 
center from the onset of the adaptation top-up until the response cue onset. There were 
48 trials in each block, 4 blocks (192 trials per location for each adaptation and non-
adaptation conditions) were conducted consecutively at each location.  
 
In Experiment 1, participants completed the adaptation and non-adaptation conditions on 
different days, with a counterbalanced order. In Experiments 2 and 3, participants 
conducted the non-adapted condition followed by the adapted condition. In both 
Experiments 1 and 2, the order of the target locations was counterbalanced across 
participants. In Experiment 3, the two stimulus orientation      conditions were conducted 
on different days (one observer the same day but an hour apart) to eliminate any carry-
over effect. All observers participated in a practice session to familiarize themselves with 
the task procedure. 
 
Titration procedures 
We titrated the contrast threshold of the Gabor separately for each location (central, left, 
right, upper, lower) and adaptation condition (adaptation, non-adaptation) with an adaptive 
staircase procedure using the Palamedes toolbox(120), as in previous studies(32, 55, 105, 
121). There were 4 independent staircases for each condition, varying Gabor contrast 
from 2% to 85% to reach ~75% accuracy for the orientation discrimination task. Each 
staircase started from 4 different points (85%, 2%, 43.5% the median, and a random point 
between 2% and 85%) and contained 48 trials. We averaged the last 8 trials to derive the 
contrast threshold. The few outlier staircases (3.3%), defined as the threshold 0.5 log10 
away from the mean of other staircases in that condition(105), were excluded from data 
analysis.  
 
Psychometric function fitting 
We fitted a Weibull function for the accuracy as a function of contrast threshold. For each 
condition, a logistic function was fit to the data using maximum likelihood estimation using 
the fmincon function in MATLAB. The results derived from the psychometric function 
estimation positively correlated (ps<.01) with the staircase results in all experiments, 
verifying our procedure in all conditions. 
 

Behavioral data analyses 
Behavioral data analyses were performed using R(122). In Experiments 1 and 2, a two-
way repeated-measures analysis of variance (ANOVA) on contrast threshold was 
conducted on the factors of location (left, right, upper, lower) and adaptation (adapted, 
non-adapted) conditions to assess statistical significance. We also compared the 
thresholds in a 3-way repeated-measures ANOVA on the factors of location (left, right, 
upper, lower), adaptation (adapted, non-adapted), and stimulus orientation (vertical, 
horizontal) across Experiments 1 and 2. In Experiment 3, we compared the contrast 
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threshold in the fovea and periphery by pooling the performance across all locations in the 
periphery. 
 
Repeated-measures ANOVA along with effect size (η2) were computed in R(122) and 
used to assess statistical significance. ηp2 was provided for all F tests, where ηp2=0.01 
indicates small effect, ηp2=0.06 indicates a medium effect, and ηp2=0.14 indicates a large 
effect. Cohen's d was also computed for each post-hoc t-test, where d=0.2 indicates a 
small effect, d=0.5 indicates a medium effect, and d=0.8 indicates a large effect(123). 
 
The adaptation effect was quantified as the difference between the adapted and non-
adapted threshold. We also quantified the normalized adaptation effect based on 
[(adapted threshold–non-adapted threshold)/(adapted threshold+non-adapted 
threshold)], similar to quantification of attentional effects (e.g.,(75, 124, 125)), which takes 
into account the baseline difference in the non-adapted condition.  
 
The pRF analysis and correlation with the adaptation effect 
We were able to obtain population receptive fields (pRF;(126)) and anatomical data for 13 
out of 14 observers from the NYU Retinotopy Database(68). One participant preferred not 
to be scanned. The pRF stimulus, MRI, and fMRI acquisition parameters and 
preprocessing, the implementation of the pRF model, and the calculation of V1 surface 
area were identical to those described in the previous work(3, 68, 106). In brief, we 
computed the amount of V1 surface area representing the left HM, right HM, upper VM, 
and lower VM by defining  ±15° wedge-ROIs in the visual field (centered along the 4 
cardinal locations) using the distance maps, as in previous studies (e.g.,(62, 69)). The 
cortical distance maps specify the distance of each vertex from the respective cardinal 
meridian (in mm), with the distance of the meridian itself set to 0 mm. Each ROI extended 
from 4° to 12° eccentricity. We did not analyze the cortical surface corresponding to the 
fovea because noise in the pRF estimates of retinotopic coordinates near the foveal 
confluence tends to be large(62, 68, 127, 128), and the fixation task covered the central 
0.5° of the display during the pRF mapping measurement. The amount of V1 surface area 
(in mm2) was calculated using the average distance of a pool of vertices whose pRF polar 
angle coordinates lie near the edge of the 15° boundary in visual space, and we excluded 
vertices outside 30° away from the wedge-ROI center to preclude the noise. Two 
researchers (including the first author HHL) independently drew the distance maps for the 
dorsal and ventral part of V1 by hand using neuropythy 
(https://github.com/noahbenson/neuropythy;(129)). The horizontal distance map was 
derived by the average of the dorsal and ventral maps. These steps were completed for 
left and right hemisphere of V1 respectively. We then summed through the vertices that 
had distance within the mean distance calculated for reach cardinal location. Total V1 
surface area was highly consistent between independent delineations by two researchers 
(r=0.99, p<.001). We then averaged the calculated V1 surface area between the ROIs 
drawn by the two researchers, as in a previous study(130), and then conducted correlation 
analysis to evaluate the relation between V1 surface area and the adaptation effect at the 
individual level.  
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